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Preface

This book is the report of SIMO-project (2004-2007) carried out in the Department of Forest Resource Man-
agement, University of Helsinki.
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1. Forest planning in Finland

1.1. General

Annika Kangas and Timo Tokola

Practically taken all the forests in Finland are under intensive planning. In private forests, each year about 
0.65-1.1 million hectares are planned every year (Oksanen-Peltola 1999). The plans are made for a 10-year 
period,  and in principle new plan is made after that, but currently valid plans cover only 61% of the area of 
private forests. State gives subsidies for planning in private forests,  so that while the price of the plan is about 
8 €/ha for a private forest owner, it is around 18 € for the planning organisations, forestry centers. In private 
forests,  planning is based on traditional compartment wise forest inventory (Koivuniemi & Korhonen 2006). It 
is based partly on measurements and partly on visual assessments of forest growing stock. In addition, system-
atic sample plots collected in NFI are used for calculating the cutting possibilities throughout Finland (e.g. 
Nuutinen et al. 2005)

In forest companies planning has also previously been based on field inventory carried out at 10-year inter-
vals. Nowadays, such data is considered to be too old for day-to-day decisions, and companies currently have 
up-to-date forest information, based on collected data and updated with a forest simulator. When treatments are 
carried out, the remaining growing stock is measured and the new data is immediately stored in the databases. 
Thus, companies have largely given up the comprehensive inventories at given intervals.
Traditionally the collected data has been stand-level information concerning basal area, mean diameter and 
height by tree species and crown layer (Koivuniemi & Korhonen 2006).  Then, tree-level data is predicted using 
a predicted diameter distribution (e.g. Maltamo 1997) and this is used to predict the growth and yield of forests 
using single-tree growth models (Hynynen et al. 2002). 

However, the possibilities for collecting data have changed considerably in recent years. Especially appli-
cations of remote sensing are interesting also from the planning point of view. The most promising alternative 
for traditional field inventories is currently laser scanning (e.g. Næsset 2002, 2004, Maltamo et al.  2004, Su-
vanto et al.  2005). It produces data with accuracy similar to or even better than traditional field inventories. 
There are also a lot of other possibilities that could be used as basic data for forest planning including digital 
aerial photographs (e.g. Korpela 2004). Therefore, a modern forest planning package should be able to utilize 
data from several different sources. The new data sources also are of different resolution than the old stand 
wise data, e.g. pixel data, and the planning package should also be able to use data from different resolutions.

In addition to information concerning the current state of the forests, information of previous treatments 
and their effects on the state of the forests and nature are important in decision making. Therefore,  being able 
to manage the historical information, both with respect to temporal and spatial characteristics, is essential. 
However, in current planning systems the storage and management of historical information is difficult. When 
the boundaries between the compartments or the compartment numbers change, the monitoring of the changes 
in forests is difficult. 
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1.2. Forest simulators

Annika Kangas and Antti Mäkinen

Predictions of forest development under different treatment options, based on forest growth and yield models, 
form the foundations for decision making in forest management planning. Various types of forest growth mod-
els have been proposed for the task.  They can basically be either empirical models (e.g. Hynynen at al. 2002), 
or process-based models, which are based on ecological theories and describe the eco-physiological processes 
of individual trees in detail (e.g. Mäkelä et al. 2000). 

Growth models can also be categorised by their level of organisation, which is usually that of either a sin-
gle tree or a stand (Munro 1974).  Tree-level models predict the growth of an individual tree, and stand-level 
model predict the increment in an aggregate variable such as mean diameter or basal area. Tree-level models 
can then be further categorised as spatial (distance-dependent) or aspatial (distance-independent). Distance-
dependent models use information about neighbouring trees and their locations, when predicting the growth of 
a single tree, whereas distance-independent models do not (e.g. Tomé & Burkhart 1989). Other types of 
growth models include diameter distribution –based models (e.g. Bailey et al. 1981) and transition matrix 
models (e.g. Buongiorno & Mitchell 1980).

The history of stand-level growth models in Finland goes back to the yield tables introduced in the 19th 
century. Stand-level growth information was used in the earliest versions of MELA-system, but no simulators 
based on stand-level information have been used in recent years. Yet, in comparisons stand-level simulators 
have been found more robust and even more accurate than tree-level simulators (Gustavsen 1998, Mäkinen et 
al. 2008). Models suitable for stand-level simulators have been presented by Vuokila & Väliaho (1980) for 
pine (Pinus sylvestris) and spruce (Picea abies) and by Oikarinen (1983) and Saramäki (1977) for birches (Be-
tula pendula, Betula pubescens). Other stand-level growth models for Finnish conditions include the volume 
growth models presented by Gustavsen (1977) and Nyyssönen & Mielikäinen (1978).

The most commonly used growth models in Finland are empirical and distance-independent, as it has been 
too expensive to acquire spatial information on the forest structure for practical forest management planning 
purposes and generated spatial information does not necessarily improve the predictions (Hynynen et al. 
2002). These models are used in the MOTTI stand-level simulator (Hynynen et al.  2005, Salminen et al.  2005) 
and also in MELA forest optimization package (Siitonen 1996). In addition, the models of Nyyssönen and 
Mielikäinen (1978) are used as growth models in MONSU (Pukkala 2006).

In other countries, stand-level simulators have been used longer, and some of them are still in use. The 
trend is still towards the use of single-tree models. For instance the AVVIRK and GAYA simulators in Norway 
is based on the development of an average tree (Eid & Hobbelstad 2000). However,  single-tree based simula-
tor T has recently been developed (Gobakken et al. 2008). In Sweden, the earlier versions of HUGIN simulator 
were based on stand-level models (Hägglund 1981), but the current version, as well as the new HEUREKA 
system, are based on single-tree models (Lämås & Eriksson 2003). In addition, there is a vast number of other 
simulators developed to aid decisions in forestry e.g. Monte (Palahi et al. 2004), SADfLOR (Borges et al. 
2003), SAGALP (Chen et al. 2002, Seo et al. 2005), CAPSIS (de Coligny et al. 2004), FORRUS-S (Chuma-
chenko et al. 2003), SGIS (Næsset 1997), DRYMOS (Chatziphilippidis et al. 2004), SILVA (Pretzsch et al. 
2002), SIBYLA (Fabrika 2002, Fabrika & Ďurský 2004), DSD (Lexer et al. 2005), and CONES (Vacik et al. 
2004).
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1.3. Spatial aspects in forest planning

Timo Pekkonen

In forest management planning one is searching for an optimal management according to some criteria. A new 
plan is made every tenth year or so, but the measurements made for previous plans are not very well utilized in 
a new planning. The planner may use the earlier plans only as supporting information. One problem in utiliza-
tion was earlier that the plans were only on paper. Nowadays when all data, measurements and maps are nu-
merical and stored in databases, a problem is poor localization of the measurements.  The field measurements 
are generalized quite subjectively to forest compartments which in turn are delineated subjectively on aerial 
photographs. Although one tries to delineate homogeneous compartments the resulting compartments can be 
rather heterogeneous. In addition, they can vary over time even if the delineation is carried out by the same 
planner.

At present the inventory methods are subject to changes. One of the most noticeable changes is the use of 
GPS devices.  Using them a rather accurate position can be measured in the forest. The interpreted laser scan-
ning data may be used to make the location even more accurate. With these techniques the field measurements 
can be located at points quite accurately. Also the GPS devices in harvesters make it possible to localize the 
treatments in the forests. 

Generally, the spatial data used in a forest management planning can be grouped as follows:
- Topographical data, elevation contours, ditches, rocks etc. usually stored in vector format
- Remote sensed data, satellite images, laser scanners measurements and air photos stored in regular or irregu-

lar grids
- The treatments carried out in forests, as accurate compartments localized by harvesters (in future).
- Interpreted information from remote sensing, topographical or other auxiliary data, may be located as auto-

matically segmented small, micro compartments
- Inventory measurements, which still today are mainly located in inventory compartments. In the near future 

GPS and laser scanning images can be used to get accurate co-ordinates.
- Treatments suggested by the forest planner, in the form of compartments delineated on an aerial photograph 

and checked in the field.
Remote sensed and interpreted data are special cases because they consist of a huge amount of measure-

ments. In one square meter area there can be several pieces of aerial photograph pixels or laser measurements.
To use historical data sets requirements to the data storage too.  One should have storage for a spatio-

temporal data accumulating with years. This may not be a straightforward task. Rasinmäki (2003) has presented 
a conceptual model for storing of spatio-temporal data. His model is general enough to incorporate all types of 
data listed above. Rasinmäki has also applied his model to a situation where several compartment wise invento-
ries were made in the same area and all data was stored in an object-relational database.

A basic task in forest management planning system is to simulate several development paths for the forest 
stands. Today the forest stands are handled quite independently of each other. However,  an increasing amount 
of emphasis is put to the spatial relations between the stands, neighbourhood,  length of the common borders 
etc. One possibility to use this kind of data is to calculate it once at the simulation start.  However, if we let the 
computational units to change during the simulation,  then the spatial relations too are subject to changes. Then 
one may need an on-line function which gives the spatial relations required during the simulation. SIMO GIS-
component is aimed to be such a tool.
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1.4. Selecting the optimal plan 

Annika Kangas

Simplest way to make forest planning is to use simulation. It means a system that enables making if-then calcu-
lations of different cutting scenarios. Such models were, for instance,  HUGIN in Sweden (Hägglund 1981) and 
AVVIRK in Norway (e.g.  Eid and Hobbelstad 2000). With simulation, similar cutting rules are applied to all 
stands, possibly varying with respect to some stand-level classification. 

Typically, however, forest planning problems are described so that each stand in the forest has several differ-
ent treatment schedules that are possible alternatives for it (Fig. 1). For instance, harvests with two different 
rotation times produces two different schedules for one stand. Each schedule may include several treatments 
with a different timing. It may be that the schedule for one stand includes one or two thinnings before the final 
harvest, and planting after it. The development of the stand is then predicted under each of these schedules, 
based on forest simulators. With different combinations of standwise treatment schedules, a huge number of 
different production programs for the whole area could be obtained. Such forest planning problems have typi-
cally been solved with linear programming (e.g. Davis et al.  2001, Buongiorno & Gilles 2003). Forest planning 
packages based on linear programming were developed in many countries,  for instance the FORPLAN model in 
USA (Johnson 1986, Johnson et al. 1986, see also Iverson and Alston 1986), MELA model in Finland (Siitonen 
1996), and GAYA-JLP in Norway (Hoen & Solberg 1996).

In many cases the real problems are too complicated for these exact methods. Then, the problem either is 
simplified so that it can be solved with exact methods, or the solution is searched using heuristic methods (e.g. 
Davis et al. 2001, Pukkala 2002). These methods can produce a good solution with fairly simple calculations, 
but they cannot guarantee an optimal solution. The benefit in these methods is that the true decision problems 
can be described better than with exact methods. 
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1.5. Objectives of the SIMO project 

Annika Kangas and Timo Tokola

The development of data collecting methods, growth and yield models and optimization methods, as well as 
the growing demands of users of forest planning packages has lead to a growing demand of more versatile, 
effective and customer-oriented planning systems and practices. Furthermore, the forestry databases and forest 
planning packages form the platform with which new ideas and methods concerning planning, or new models 
and methods for utilizing measured information as well as new data gathering methods, can be tested. There-
fore, a system that can be modified according to the current needs is a prerequisite for research work in these 
areas.  In previous decades in Finland, such a system was the MELA-system. However, as it nowadays is a 
commercial product maintained by Finnish Forest Research Institute,  it no longer serves as a platform for test-
ing new ideas in the same way. 

The forestry databases and systems require a long time to develop. The principles are, however,  similar 
everywhere. In the middle of 1990's a general data model for a forestry database was developed in the Univer-
sity of Joensuu (Tokola et al. 1997). The model aimed at improving the possibilities to update and extend the 
traditional relational databases. This system has served as a basis for natural resources databases in several 
countries, for example in Indonesia and Sambia. This method was build for data management problems and it 
is closely related to solutions for inventory problems. This work provided the basis for the SIMO project.

The aim of the SIMO project was to develop a new generation planning system. The basic properties aimed 
at are the following:
- ability to use different sources of information and in different levels (e.g. tree, pixel, plot, sub-stand, stand)
- utilization of data from different time points
- use of different combinations of models at different levels (e.g. tree,  plot,  stand) for predicting the develop-

ment of forests
- localization of the models according to the information available
- search for optimal solutions to problems at different levels (e.g. stand, woodlot, area, nation)
- ability to restrict stand treatments in defined sub-areas (e.g. lekking areas of capercaillie or separate forest 

estates in larger area)
- spatial optimization problem solving
- possibility for users to adapt the system (e.g. parameters, models, basic data) according to their needs
- easy extendability of the system for future needs

The system was developed in the University of Helsinki and released as open source software. The results 
of this work can be used as such by researchers, teachers and commercial software companies, and each person 
willing can also be part of the developing team (see www.simo-project.org/contribute.html). 

The project involved from the start all the major forest organizations carrying out forest planning in Fin-
land, namely Tapio and Forestry Centers accounting for planning in private non-industrial forests, Metsähalli-
tus accounting for planning in the public forests and UPM-Forest, Tornator and Metsämannut accounting for 
major part of forest planning in forests owned by industry. 

The application-driven database design procedure is based on a needs assessment derived from interviews, 
a review of operations and an evaluation of source data. This approach assumes that the users have a clear idea 
of what they want. A forestry information system, which is based on this procedure,  has a better chance of sat-
isfying the users’ needs. Furthermore, the implementation of the information system is easier to control, thus 
minimizing a risk for failure. Therefore, the project started with comprehensive interviews of several persons 
from each organization, whereby the needs of these organizations were analyzed (see Kangas et al. 2006, 
Wathén 2007). 

The needs assessment was carried out by interviewing representatives responsible for forest planning in 
each organization one by one. The interviews were organized in three steps:
1. the target organizations were asked to define freely their own ideas about ideal system
2. researcher prepared list of requirements and each party was giving comments after studying prepared mate-

rial
3. ready made Use Case-draft were available and target organizations gave comments and refined documents 

during interview

8

http://www.simo-project.org/contribute.html
http://www.simo-project.org/contribute.html


The list of required attributes and functionality were reported in the form of M.Sc. thesis (Wathén 2007). 
According to the study the stand-based system for managing and treating forests continues in the future. Be-
cause of variable data acquisition methods with different accuracy and sources, and development of single tree 
interpretation, more and more forest data is collected without field work. The benefits of using more specific 
forest data also calls for use of information units smaller than tree stand. 

No major differences in parties' view of the systems requirements were noticed in this study. Rather the 
interviews completed the full picture from slightly different angles. In organizations the forest management is 
considered quite inflexible and it only draws the strategic lines.  It does not yet have a role in operative activity, 
although the need and benefits of team level forest planning are admitted. Demands and opportunities of vari-
able forest data, new planning goals and development of information technology are known.

In forest planning tools of GIS-based resource information systems are utilized. The system itself is an IT-
system with specific functionality.  After the initial step of user needs assessment the next step of this type of 
IT-project is the system design. The design will serve in building a prototype that can be used for learning, 
collecting experience and most importantly as a tool for working out a detailed system design of the forest 
information system. In this document the system that is the result of the research project is described in general 
level. More detailed documentation can be found from the homepage of SIMO; www.simo-project.org
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2. SIMO – SIMulation and Optimization for forest management planning

Jussi Rasinmäki

SIMO is a forest management planning framework that enables the user to build different forest growth and 
yield simulators, couple those with optimization methods,  and apply the combination to diverse planning prob-
lems.

2.1. Data model

In SIMO a very flexible data model is used which could be described as:
“The forest consists of some objects that have some kind of attributes. These objects can have sub objects 
that again have some attributes. Again, these sub objects can have sub objects of their own, and once again 
these sub objects have their own attributes, etc.”.

Thus, the data model of SIMO has two main features: (i) forest is seen as a hierarchical collection of ob-
jects, and (ii) attributes of the objects are not fixed at the data model level. At the implementation level,  the 
hierarchical data model is expressed as a rooted tree graph, i.e. a simple, undirected, connected, acyclic graph 
with a special root node (Fig. 2). Further, all the nodes in the graph are associated with a data object level, and 
there can be any number of data levels in any particular simulation; ; e.g., the stand-stratum-tree and the stand-
microstand-stratum-tree data level divisions in Fig. 2 a) and b) are two expressions of the same data model.

10

stand

stratum

tree

a) b)
stand

stratum

tree

microstand

Figure 2. Illustration of the rooted tree graph data model used in SIMO. 
In both cases a stand is the root node.

Usually in the simulation several alternative development scenarios for a simulation unit like stand are gen-
erated. After the simulation, optimization is then used to select the best scenario among the alternatives. The 
data model accommodates developing scenarios as branches (Fig. 3).

branch:1

branch:2

time:1

branch:1

branch:2

time:2

branch:3

id:1 id:1 id:1 id:1 id:1

Figure 3. Handling alternative scenarios in the data model. The alternative states for a 
simulation unit are stored in branches for each time step in the simulation.
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As stated above not only can one freely define the kinds of objects in the simulation, also the object prop-
erties are not fixed in the data model.  This is achieved through expressing the object attributes as value–value 
interpretation-pairs; i.e., each attribute value is paired with the interpretation of the value (see Tokola et al. 
1997 for an earlier implementation). 

However, when used for any individual simulation in SIMO, the contents of the data model is fixed for that 
computation. This is done via a lexicon, which defines the data object hierarchy; i.e., sets the names for differ-
ent data levels and their relationships, and defines the attributes that the object at each data level can have. In 
practice this is done with an XML document, which has the same kind of hierarchical structure as the rooted 
tree graph of the data model (Fig 4.).

<rootlevel>
<name>simulation</name>
<num_vars>…</num_vars>

 <cat_vars>…</cat_vars>
<sublevels>

<sublevel>
<name>stand</name>
<type>static</type>
<num_vars>…</num_vars>
<cat_vars>…</cat_vars>
<sublevels>

<sublevel>
<name>stratum</name>
<type>dynamic</type>
<num_vars>…</num_vars>
<cat_vars>…</cat_vars>
<sublevels>

<sublevel>
<name>tree</name>
<type>dynamic</type>
<num_vars>…</num_vars>
<cat_vars>…</cat_vars>

</sublevel>
</sublevels>

</sublevel>
</sublevels>

</sublevel>
</sublevels>

</rootlevel>

Figure 4. XML-description of the data model for a simulation; data levels are 
given their names and their positions in the hierarchy. In this case the simulation 
consists of stands, which consist of strata, which have trees.

The attributes at each data level are divided into two categories: numerical (num_vars-tag) and categorical 
(cat_vars-tag) attributes (Fig.  5). In the lexicon any number of attributes for each data level can be defined 
together with optional minimum and maximum values. Should the actual data values in the simulation data lie 
outside these limits, a warning is generated during the simulation. For categorical attributes, all the possible 
values are enumerated in the lexicon together with the interpretation of the value, while for the numerical at-
tributes the unit of measurement is given.
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<num_vars>
   <variable>
      <name>ALT</name>
      <unit>m</unit>
      <min_value>0</min_value>
      <max_value>600</max_value>
      <description>Altitude above see level</description>
   </variable>  
  …
</num_vars>
<cat_vars>
   <variable>
      <name>MAIN_GROUP</name>
      <min_value>1</min_value>
      <max_value>8</max_value>
      <description>Land use</description>
      <values>
         <enum>
            <value>1</value>
            <description>Forest land</description>
         </enum>
         <enum>
             <value>2</value>
             <description>Scrub land, low productive land</description>
         </enum>
         …
      </values>
   </variable>
</cat_vars>

Figure 5. XML-description of of the data model for a simulation; numerical and 
categorical variables for each level are defined. The unit of measurement is set for 
the numerical attributes, and the categorical attribute values are enumerated.

2.2. What is it made of? – the components of SIMO

SIMO consists of four main modules: data import, simulation,  optimization and reporting, which are accessed 
using a command line interface (Fig. 6)

The components have been programmed with Python programming language, and the source code is avail-
able through http://trac.simo-project.org/browser. The main components implement a generic simulation and 
optimization framework based on the hierarchical data model; i.e., no forestry specific information is hard-
coded into the framework components. All components use a key-value-based database (Oracle Berkeley DB) 
for permanent storage of serialized Python objects. 

Shell interface

data import simulation optimization reporting

SIMO database

Figure 6. The main components of SIMO

http://trac.simo-project.org/browser
http://trac.simo-project.org/browser
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In an individual computation, the framework is modified using XML files that describe the precise content 
of the data model, and the simulation and optimization tasks for the computation.  In addition, the programmatic 
implementations of the prediction and operation models are needed. These are collected into model libraries, 
implemented as shared function libraries (dll-files in Windows, so-files in Linux/Unix). Fig. 7 has a schematic 
presentation of framework usage for a computation utilizing all the main modules.  In the subsequent chapters a 
more detailed explanation is given of the different phases in the computation.

The ini-file seen in Fig.  7 is used to set a host of parameter values and file locations when starting SIMO 
from the shell interface. A detailed walk through of the ini file and all XML document content is in the SIMO 
manual available from 
http://www.simo-project.org/documentation/SIMOmanual.pdf.

Data import

Input 

data

Simulation

Optimization

Reporting

Output 

data

Model library

Model library

Model library

XML: models

XML: lexicon

XML: data 

conversion

XML: simulation 

description

XML: model 

chains

XML: optimization 

task description

XML: output 

description

Ini file

Figure 7. SIMO program flow in a case utilizing all main modules.

http://www.simo-project.org/documentation/SIMOmanual.pdf
http://www.simo-project.org/documentation/SIMOmanual.pdf


14

3. Simulator 

Jussi Rasinmäki, Jouni Kalliovirta and Antti Mäkinen

3.1. Data import

The basis for data import, as well as all the other modules, lies in the lexicon defining data object levels and 
their attributes. Based on the lexicon a mapping from the incoming data to the internal data model is given (Fig. 
8): incoming variable to internal variable mapping, unit conversions for numerical values and incoming value 
to internal value mappings for categorical attribute values.

Currently SIMO can import data from text files that can be of two different types. In an inlined format the 
data from all data levels are combined into a single text file and each row has an identifier indicating the data 
level it contains data for. Object relationships are indicated by relative positions of the rows; e.g.,  the stand row 
comes first, below it are all strata rows for the stand. In the “by level” format the data for each data level is in a 
separate text file and the relationships between objects in different data levels are indicated with object identifi-
ers; i.e., primary and foreign keys in database terminology.

Data import

Input 

data

XML: lexicon

XML: data 

conversion

Figure 8. Data import is based on a data conversion mapping that builds the 
connection between the incoming data format and the lexicon used in the 
simulation.

3.2. Simulation

SIMO simulations hinge on four main concepts: lexicon, model chains, model libraries, and simulation descrip-
tion (Fig. 9).

SimulationModel library

Model library

Model library

XML: models

XML: simulation 

description

XML: model 

chains

XML: lexicon

Figure 9. The four main components of SIMO simulations: lexicon, model chains, model 
libraries, and simulation description.
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3.2.1. Model libraries

Model libraries are collections of individual model implementations. Models have two roles within the frame-
work being used in describing the natural processes in the forest, e.g.,  growth and mortality (prediction models), 
and the human interventions, i.e.,  forestry operations like harvesting (operation models). Each implementation 
consists of two components: the programmatic implementation of the model, and an XML definition that binds 
the model to the lexicon. The programmatic implementation is based on a standardized function interface that 
each model implementation must comply with, thus ensuring standardized communication between the simula-
tor core and the models. There are two interfaces for the models, one for the models used solely to predict prop-
erties of objects, and one for the models used to modify the existence of data objects in addition to value predic-
tion.  Currently the simulation core supports libraries written in Python and C. The C models are implemented as 
shared libraries that expose the models as functions. Fortran is a candidate for an additional model implementa-
tion language. In addition to the models used in prediction, aggregation and conversion models have also been 
defined

The XML definition binds the programmatic implementation to the framework by listing the model vari-
ables using the framework lexicon; the data level the model variable belongs to, and the attribute it corresponds 
to. If optional lower and upper limits of the variable are declared, they are used to generate a warning during the 
simulation that the known limitations for the model have been exceeded. 

The XML definition also serves as documentation of the model by listing the model name, author informa-
tion,  general description of the model, the original publication of the model, the species it is applicable to, geo-
graphical coverage, and other conditions for application, and description of the research material used to define 
the model. This information is collected from the original research publication at the time the model is imple-
mented in the function library.

3.2.2. Model chains

Once the model implementations exist,  a way to actually utilize them in simulations is needed.  This is when the 
concept of model chain enters the picture. A model chain is a way to decompose a simulation computation into 
parts, and to describe the simulation as a collection of these parts.

The role of the model chain is to describe how the models from the model libraries are applied to the data. 
The basic unit of a model chain is a task that consists of an optional condition and a model.  Conditions are logi-
cal expressions which are evaluated in the simulation process using data values.  If the condition is satisfied,  the 
model attached to the task element is executed. The simulation is a collection of these conditional model execu-
tions. However, to be able to describe complex simulations, the basic task structure can be extended by dividing 
a task into sub-tasks, each of which may again be conditional. Thus the simulation is described at the top level 
as a set of tasks that have an execution order.  Each of the top level tasks is described by a tree of tasks where the 
traversal of each branch and the model execution at the leaf at the tip of the branch is conditional. 

In conceptual form, a simulation can be described as a graph in with the rectangular nodes represent a condi-
tion–model combinations and the edges the sequential flow of the simulation. This graph form translates di-
rectly into the model chain definitions of the simulation (Fig. 10). 

A model chain has an evaluation level in the data entity hierarchy. In a simulation, the tasks in the model 
chain are carried out for each of the data objects from the evaluation level in the data set. As each data object 
knows its parentage and descendants; the variables in the models and task conditions are not restricted to the 
model chain evaluation level. Each data object in the hierarchy knows its descendants to the finest scale units in 
the hierarchy and parentage up to the user chosen simulation level, at which the data objects are processed one 
at a time. Therefore,  the data objects in the hierarchy are independent from the simulation level up; e.g. no data 
can be exchanged between stands if the stand is defined as the simulation data level. 

A simulation usually processes data at several levels, e.g., predicts the growth of individual trees and then 
aggregates the results to stratum and stand level. For this purpose,  a simulation in the framework consists of a 
set of model chains which have an execution order to guarantee execution in the correct sequence. Moreover, 
there are two distinct sets of model chains: initialization and loop chains. Initialization chains are only executed 
once at the beginning of the simulation. Their role is to augment the simulation data by adding attributes or data 
objects that are missing in the original data; e.g., trees need to be generated in a simulation based on individual 
tree growth models using stand level data. Loop chains, used to describe the actual simulation, are executed 
once for each time period in the simulation. 
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grow stratum

grow pine grow spruce grow birch

<model_chain name="Grow stratum" evaluate_at="stratum"> 
   <task name="Grow pine">

      <task name="Grow pine seedlings">…</task> 
      <task name="Grow big trees SC1"> 
         <condition>…</condition>
         <task name="Predict dominant height">
            <model>
               <name>Hdom_growth_pine_VuokilaValiaho</name>
               <prediction/>
            </model> 
         </task>
         <task name="Predict mean height">…</task>
         <task name="Predict basal area">…</task>
         <task name="Predict form factor">…</task>
         <task name="Predict volume">…</task>
      </task> 
   </task> 
   …
</model_chain>

      <condition>
         <expression operator="eq">
            <variable>
               <name>SP</name> 
               <level>stratum</level>
            </variable> 
            <value>1</value> 
         </expression> 
      </condition>

sp=1 sp=2 sp=3

seedlings
big trees on 

SC1

Trees younger than… Age >= 15 and SC=1

… …

Predict dominant height

Dominant_height_growth_pine_VuokilaValiaho

Predict mean height

Mean_height_pine_JKK

Predict basal area

Basal_area_growth_under_bark_VuokilaValiaho

Predict form factor

Form_factor_pine_VuokilaValiaho

Predict volume

Volume_BAHdomF

!

!

"

"

Figure 10. Model chain as XML and a corresponding graph showing the model chain structure of tasks (rec-
tangles), conditions (labels on links between rectangles) and model calls (two-part rectangles).

3.2.3. Simulation description

The simulation XML file gathers together all the components that define a simulation: model chains, simula-
tion span definitions, stopping conditions, simulation parameter and variable values (Fig. 11). 

The simulation span and model chain definitions are interrelated. It is possible to define several time spans 
for a single simulation with different time steps and different sets of model chains to be applied. In addition to 
the time span definitions, the length of the simulation can be controlled by a stop condition that can force the 
simulation to stop prior to the last time step.

The simulation span time step definition has relevance to the model definitions as the time period for model 
predictions varies. The time period is therefore included in the model definition. The simulator core corre-
spondingly has a memory for the predictions given by models.  If the same model result is applicable for several 
subsequent simulation steps, the result is taken from the model memory instead of a new prediction. An exam-
ple would be a yearly simulation and a growth model that gives the average yearly growth for the next five 
years. The model result would be computed only every fifth period in the simulation.
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<simulation> 
  <control> 
    <growth_season_end_date>-07-15</growth_season_end_date> 
    <span> 
      <time> 
        <timeStep>1</timeStep> 
        <timeUnit>year</timeUnit> 
        <steps>20</steps> 
      </time> 
      <initChains> 
        <chain>Chain_create_missing_variables.xml</chain> 
      </initChains> 
      <simulationChains> 
        <chain>Chain_grow_stratum.xml</chain> 
        <chain>Chain_generate_trees.xml</chain> 
        <chain>Chain_generate_tree_attributes.xml</chain> 
      </simulationChains> 
      <operationChains>
        <chain>Chain_operations_case_2.xml</chain> 
      </operationChains>
    </span> 
  </control> 
  <stop_logic> 
    <expression operator="eq"> 
      <variable> 
        <name>REGENERABLE</name> 
        <level>stand</level> 
      </variable> 
      <value>1</value> 
    </expression> 
  </stop_logic> 

  <parameters> 
    <parameter> 
      <variable>simulationUnit</variable> 
      <value>stand</value> 
    </parameter> 
    … 
  </parameters> 

  <init_variables> 
    <variable> 
      <name>REGENERABLE</name> 
      <level>comp_unit</level> 
      <value>0</value> 
    </variable> 
    … 
  </init_variables> 
</simulation> 

!

"

#

$

Figure 11. A simulation description: (1) 20 year simulation with a one 
year time step, (2) the simulation is stopped either after 20 years or when 
the stand level variable REGENERABLE has the value 1. Besides the 
time, model chains and stop logic, also parameter (3) and variable (4) 
values are set.
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3.3. Simulator Testing

So far two different types of forest growth and yield simulators have been built on SIMO platform; a tree-level 
growth simulator and a stand-level growth simulator. The two simulators use different growth models for pre-
dicting the forest development in time, but share a number of common models, such as implementations of 
different forestry operations. As the two simulators use different models for growth prediction, it is probable 
that there will be some differences in the growth estimates predicted with the two simulators. Both of the simu-
lators were tested and validated with a number of test simulations during the development process. Forest 
growth models cannot be expected to provide perfect growth predictions but by testing and analyzing the simu-
lators, different sources of errors can be eliminated and accuracy and reliability of the simulators increased.

The validity of the two simulator implementations and the possible differences in the growth predictions 
were analyzed by simulating a number of sample plots with measured growths. The growth predictions by the 
two simulators were also compared to the growth predictions produced by Motti simulator, which is a well 
tested stand-level forest simulator (Hynynen et al.  2005, Salminen et al. 2005). The sample plot data set for the 
analysis was the same as used by Välimäki (2006) for validating the behaviour of growth models in over-
stocked,  i.e.. denser than average, forest stands.  The data set included 60 tree-level sample plots from 30 stands 
in central Finland and the growth of the trees in the sample plots was known for the past 20 years. Although the 
data set was quite small,  different site classes and age classes were well represented. The growth for the sample 
plots was predicted for a 20 year period with both tree-level and stand-level simulators and also with Motti 
simulator. As the actual growth for the trees in the sample plots was known, the prediction errors in different 
points in time for all three simulators could be calculated.

The results by Mäkinen et al. (2008) showed that both the tree-level and stand-level simulator implementa-
tion on SIMO platform produce at least equally good estimates about forest growth compared to Motti simula-
tor.  Thus, although the models used are in principle the same, there are small deviations due to the different 
implementation. Table 1 shows the relative mean prediction errors at different points in time for the analyzed 
stand level variables: mean height (Hmean), mean diameter (Dmean), basal area per hectare (BA) and number of 
stems per hectare (N).  Most of the variables were underestimated by all three simulators, which is largely due 
to the high density of the stands. The prediction errors and the standard deviations between the three different 
simulators varied for each of the variables, but the overall scale of the errors was the same for all of the simula-
tors.

Table 1. The test results
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4. GIS in SIMO

Timo Pekkonen

The SIMO GIS component is a tool which is used by the forest simulator for determining the spatial informa-
tion and topological relations of the forests. The component is functioning as a link between the application and 
the data storage i.e it is an interface to the spatio-temporal data. 
An implementation of a GIS component depends on how and where it is used i.e.
- efficiency requirements and
- which kind of data source, data base system it is used with.

If the requirements set for effectiveness are great then the component may need its own cache memory for 
storing the data. If in the data source there are all geographical methods available and very effective operations 
are not required, then the GIS component can be a simple filter between the simulator and the data source.  A 
useful way to consider a GIS component is to keep it as a function or method to retrieve spatial data. 

4.1. Implementation principle

A GIS component can be utilized locally in space and time.  This means that every time when the component is 
used a restricted geographical data,  e.g. a couple of stands, is given as input to it.  Another alternative is that a 
whole forest area for planning constitutes the input to the GIS component. During the simulation the geo-
graphical operations are made and requests fulfilled. As snapshots the geographical data corresponding a spe-
cial simulation phase can be retrieved from the component.
Implementing of the SIMO GIS component was based on the following two points: 
1. The component is used as an on-line tool, as effective as possible
2. The source of the geographical data is not restricted. For example the source data may or may not contain 

topological relations.
According to the point 2 the polygons corresponding to forest compartments were selected to be the source 

data for GIS component (Fig. 12). Later the input data can be extended to contain other types of spatial data 
too.

a) b)

1
3

1

2

3

2

Figure 12. (a) Source data and (b) the corresponding 
internal data structure, the topological model.

4.2. The topological model

A topological model for a spatial data is a data structure where one can determine the topological relations be-
tween the objects in data. The SIMO GIS component uses a rather simple data structure for the topological 
model. The structure contains line segments and points. The line segments are starting from a junction point, 
called node, and ending to another node (Fig 13). The segments are linked to each other at the nodes.

In Figure 13 there are four line segments L1, L2, L3 and L4 which are linked to each other at the nodes N1 
and N2. The line segments delineate three polygons which are referred by the reference points (black dots) R1, 
R2 and R3. In parenthesis there are two flags, called level flags or level code, which define the relation be-
tween the line segments and the polygons. A line segment is a border for a polygon if it and the corresponding 
reference points have common flags equalling to 1.  It is said that the polygon and the line are on a same level. 
So the first polygon referenced by point R1 is bounded by the border lines L1 and L2 the polygon reference by 
R2 is bounded by the lines L1 and L4. The polygon referenced by the point R3 is bounded by the segments L2 
and L3.
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All data structures in the GIS component are linked lists. A topological model is represented by two types 
of objects: Ordinary objects, like polygons and lines,  and the topological objects. The latter objects represent 
the topology between the ordinary objects. The polygons are represented by reference points which are points 
inside the polygons.
The objects are presented as object and co-ordinate records (Fig. 14).

R1 (01)

R2 (01)

N1

R3 (01)

L1 (11) L2 (01)

N2
L3 (01)

L4 (10)
R1

R3

R2

Level 10 Level 01

Figure 13. Use of the topological model in the GIS component. A sample map consists of four 
lines L1, L2, L3 and L4 with junction points in the nodes N1 and N2. The three reference points 
R1, R2 and R3 defines three polygons according to the level codes (shown in parenthesis). The 
reference point R1 defines the polygon bounded by the border lines L1 and L2, the point R2 
defines the polygon bounded by the lines L1 and L4 and the point R3 the polygon bounded by 
L2 and L3 (see text). Polygons constructed from the topological model at the two levels illus-

Object Level

Coordinate 1 Coordinate n … 

Figure 14. Representation of objects

a)

Border

Object

Start tail End tail

b)

Node

Start / end tail 1 Start / end tail n … 

Figure 15. Linking of tail records to (a) the borders and (b) the nodes. The tail records in (a) and (b) refer to the 
same data structure.

The object record contains object type, the level flags, identifier etc. Only the level flags, or level codes, are 
explicitly presented in the Figure 14. The geometry of an object is defined by one or more co-ordinates. They 
are stored in co-ordinate records which are linked as an ordered list.  The object record has a link to the first co-
ordinate record.

The topology is presented with three types of records (see Fig.  15): nodes, borders and so called tails. By a 
tail is meant here either the beginning or the end of a border line segment. As indicated in the Figure 15 the 
border records are linked with an object record i.e. the corresponding line record with links in both directions. 
Each border has a start and an end tail. All tails leaving a node are stored in an ordered circular list.  The tails are 
ordered according to the direction they are leaving the node. The node has a link to the first tail in the list and 
all tails have a link to the node.



21

The node records can be considered as key records in the topological data structure. As seen in the polygon 
search algorithm (4.2.3.2) the tail lists linked to the nodes have a central role when traversing the polygon rings. 
This kind of node-oriented linking is especially suitable when level codes are used to store coverage of several 
polygons in the same topological model.

Use of implicit topology described above can also be used in geographical data bases.  Storing temporary 
history of the objects are quite straight forward easier than in the case when a full topology is stored and up-
dated in the database. An attempt to this direction is (Ohsawa et al. 2002) which uses the same kind of implicit 
topology presented above.

4.3. Basic algorithms

In the following sections some basic algorithms implemented in GIS component are described. The second al-
gorithm (section 4.3.2) demonstrates the use of the level codes to separate the hierarchical polygons from each 
other.

4.3.1. Creating a topological model from the polygons

When a topological model is created from polygons it is assumed that 
1. the polygons are sound i.e. polygon rings do not touch or intersect each other or themselves
2. there are no polygons overlapping each other and if two polygons touch each other the common border seg-

ments have exactly the same co-ordinates.
The creation of a topological model is done in two stages. First the reference points corresponding to the 

source polygons are constructed. A reference point is found out on the horizontal line which is in the middle of 
the east-north direction. The constructed points are inserted to the model structure.

In the second phase the common border segments are filtered. Here all line segments are processed and one 
of the duplicate line segments is deleted.
The filtration of the line segments is made by the following steps:
1. Tabulate all simple, two point line segments, i.e. from point to point segments, of all polygon borders.
2. Tabulate the co-ordinates of all line segments. Sort the co-ordinates and filter out the duplicate co-ordinates

Next a linked data structure, a net structure, is used to filter out the duplicate line segments. In the net struc-
ture there are edges, which are two point line segments, and vertices,  junction points of two or more edges. The 
edges are linked to the vertex points.
3. Create a net with vertices at the filtered co-ordinates (cf. step 2) and the line segments as edges. Link the 

edges to the vertices. During linking the duplicate line segments are easily detected and filtered out.
Next node-to-node lines are extracted from the net.
4. Process all edges in the net as follows:

If the edge is not processed earlier then expand the edge to a line starting and ending to a vertex where more 
than two edges are leaving the vertex.  If succeeded then the start and end point of the line are added as 
nodes (if not added earlier) to the topological model. If not succeeded, the segment expands to a ring, then 
an arbitrary ring point is added as a node to the model. Link the expanded line to the nodes in the topologi-
cal model.
When all polylines are constructed and added to the topological model then the temporary net structure can 

be released.
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4.3.2. Find a pointed polygon

The next algorithm finds out a polygon which is on the given level and has a given point, the search point, in-
side it:
1. Find the nearest line segment to the west from the search point which is on the given level i.e. there are at 

least one level flag being 1 both in the given level code and level code of the line.
2. Determine on which side of the line the search point is and according to it determine a border tail, the start 

tail, so that it would be the start tail of the border when traversing the polygon ring in clockwise manner.
3. Traverse the polygon ring and gather the co-ordinates of border points in the traversal order

A polygon ring is traversed in a clockwise order, border by border as follows:
a. Save the start border and tail for the checking the end of traversal.
b. Store the co-ordinates of the border from the start tail to the other tail
c. Take the node at the end tail of the border and find out the tail linked to the node which is on the right 

level and is the next to the right from the end tail.
d. If the next tail is the original start tail (saved in step 1) then the ring is complete; otherwise change the 

start tail and the border and return to the step 3.2.
In the GIS component the area of a ring is defined to be positive if the ring points are processed in clockwise 
order; if processed in counter clockwise order the area is negative.
4. Calculate the area of the ring. If the area is positive then the outer ring of the polygon is found; otherwise 

the ring belongs to some inner ring, a hole. In that case update the search point to the west most point of the 
ring and return to the step 1.

Now it remains to find out all wholes,  inner rings, inside the polygon and a unique reference point to the poly-
gon
5. Search for all border lines inside the outer ring and construct all inner rings i.e. with a negative area and 

which are not inside some other inner ring.
6. Find out all reference points inside the outer ring and select the reference point which is not inside any inner 

ring. The selected reference point corresponds the polygon searched for.
A spatial index can be used in steps 1, 5 an 6 to speed up the search process. Some experiments were made 

using the Mg R-tree library of Pavlata (Pavlata 2004) constructing a spatial index into cpu-memory. The use of 
a spatial index was more effective than using a  search over minimum rectangles of the objects when the source 
data consists of more than about thousand polygons.

4.3.3. Determining the polygon neighbours

The determination of neighbouring polygons are made simply by storing the identifiers of the left- and right 
side-polygon of a border line to the border structure. A temporal data structure, ring, is constructed for the 
neighbourhood search as helping aid (Fig. 16). 

Ring  Reference point 

Figure 16. The ring data structure used 
in neighbourhood search.

The ring structure contains the area and the co-ordinates of the west most point of the ring and a link to the 
corresponding reference point i.e. to the polygon.
1. Construct all rings in the topological structure as follows:

Process all borders in the topological model and for both sides of the border do the following steps
a. If the ring of the corresponding side is already created don't do anything; otherwise construct a ring by 

traversing the borders of the corresponding polygon. Store the area and the west most point to the ring 
and set the reference point link initially to null.

b. Traverse once more the borders and store the ring to each border as a left- or right-side ring depending 
on the traversal order.
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Next the outer rings of all polygons are completed i.e. a link to the corresponding reference point is stored in 
the outer borderlines of the polygons.
2. Process all reference points in the topological model and find out a border segment of the corresponding 

polygon in the way described in the previous section. Note that the areas of the rings are positive in the case 
of an outer ring and negative in the case of an inner ring. Save a link to the reference point to the corre-
sponding ring structure.

Finally the reference point links are saved to the inner polygon rings. 
3. Process all borders in the topological model. If on either side of the polygon there is ring where the area is 

negative, indicates an inner ring, and the reference point link is null, then get the west most point of the ring 
and using it as a search point find out the outer ring of the polygon and the corresponding reference point. 
Save the reference point link to the inner ring.
In the GIS component there is a function which can be used to get the neighbours of a given polygon. It 

processes all border lines and gathers the neighbours from the ring links of the borders.

4.4. Future development

The development of the GIS component and inclusion of new operations depends on the future use of the com-
ponent. If the input sources are polygons like presently and if the geometrical operations needed are not of very 
special kind then some more standard approach like GEOS1 (Geometry Engine – Open Source) may be used 
instead of the current function library.

Use of source data coming from database containing a complete topology is straight forward. In that case 
all lines are going from a node to another and they can be added directly to the topological model. If in the da-
tabase there are stored no points, which are inside the polygons and can be used as reference points, then they 
should be constructed. This can be done either in the database or in the GIS-component. In the latter case the 
reference points are quite easily constructed using the outer rings of the polygons.

1 http://trac.osgeo.org/geos/

http://trac.osgeo.org/geos/
http://trac.osgeo.org/geos/


5. Optimization

Antti Mäkinen & Jussi Rasinmäki

Decision making in forest planning utilizes optimization methods for finding the optimal harvest schedules that 
maximize the benefit of the forest owner. A common way of quantifying the benefit is by calculating the Net 
Present Values (NPV) of different operations. However, the actual management problem is not that simple in 
many cases. A number of restrictions limit the group of possible operations. Besides the economic values, such 
as NPV, different ecological and sociological values may guide the decision making and make the optimization 
problems complicated and difficult to solve. In many cases the objectives in the decision problem can be spa-
tial, such as aggregating key habitats or harvest areas. The spatiality in an optimization problem can cause the 
problem to be non-linear which makes it impossible to solve the problem with linear programming.

As the optimization problems in forestry can be of various types and require different techniques for solv-
ing them, a number of optimization methods have been implemented in SIMO. For linear programming, SIMO 
includes an interface for J (former version JLP) linear programming library (Lappi 1992),  which is an efficient 
tool for solving linear programming problems and which has been developed specifically for forestry applica-
tions. For solving non-linear and complex optimization problems, two different heuristic algorithms have been 
implemented in SIMO: HERO (Pukkala & Kangas 1993) and TabuSearch.

5.1. Optimization problem definition

Defining an optimization problem in SIMO happens through modifying an XML document (Fig. 17). 
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Optimization
XML: optimization 

task description

Figure 17. Optimization is controlled with an XML document describing 
the optimization method used, optimization goal and constraints.

A simple syntax let’s the user define the type of the optimization task, i.e. minimize or maximize, the objec-
tive function and the constraints.  The same optimization problem definition can be used for both linear pro-
gramming problems and the heuristic problems with some limitations.  The objective function definitions are 
more flexible for the heuristic methods as the utility function does not need to be linear. As there usually is 
more than one objective in the optimization problem, the objective function or utility function can be divided 
into sub-utility functions with user-defined weights.  The number of constraints is unlimited and constraints are 
handled as strict constraints that limit the feasible solution space.

5.2. LP optimization

Linear programming optimization in SIMO has been implemented by building an interface to the J-program 
(http://www.metla.fi/products/J/) developed by Juha Lappi in the Finnish Forest Research Institute. LP optimi-
zation is controlled using the same optimization task description document as for other optimization methods. 
Naturally, only optimization goals and constraints allowed in LP-problems can be used when using J to solve 
the task.

http://www.metla.fi/products/J/
http://www.metla.fi/products/J/
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5.3. Heuristic optimization

Heuristic search and optimization algorithms cover a number of different techniques for solving complex opti-
mization problems which are not necessarily solvable with traditional optimization techniques. The term heu-
ristic can be understood as a technique that seeks good solutions at a reasonable computational cost without 
being able to guarantee either feasibility or optimality (Reeves & Beasley 1993).  Heuristic techniques cannot 
guarantee optimality as the search process does not always find the global optimum. Heuristic techniques can-
not even determine how close to the global optimum a given solution is. The heuristic techniques are well 
suited for complex problems, such as in spatial optimization, where exact optimization techniques cannot nec-
essarily be utilized. The term metaheuristic means the different smart algorithms that limit the search space and 
avoid the local optimums where the search algorithm can get stuck in.

A common type of heuristic optimization techniques is the local search, which is commonly used to solve 
combinatorial optimization problems. In combinatorial optimization, the optimization algorithm tries to find 
the optimal solution in a discrete solution space. One way of finding the optimal solution is to go through the 
whole solutions space by calculating the objective function value for every possible solution. This is however a 
poor strategy as the solution space grows exponentially as the optimization problem gets larger. Heuristic algo-
rithms use different strategies for seeking the optimal solution by searching only a small portion of the total 
solution space. Local search methods search the neighbourhood of the current solution and try to find a better 
solution by making moves (i.e.  small changes) in the current solution. In many techniques the optimization 
algorithm accepts only moves that will result in better solution, e.g. moves that will increase the objective func-
tion value in maximizing problems. This can cause the algorithm to find only a local optimum, not the global 
optimum, which is the target of the search process. This can be avoided with different strategies that different 
metaheuristic algorithm utilize. Common metaheuristic algorithms include simulated annealing, threshold ac-
cepting, tabu search and genetic algorithm.

Defining an optimization task for a heuristic algorithm is fairly simple. The objective or utility function can 
be divided into sub-utilities with independent weights. The sub-utility functions can be of different types, e.g. 
linear or non-linear.  The common utility function types are additive, conjunctive and distance function. The 
restrictions are applied as strict restrictions. A typical forest planning problem can be formulated as a utility 
maximization problem as in the example below:

, i = 1,…, I 

, n = 1,…, N 

Maximize:

s.t.

 
In the optimization problem above the total utility U is calculated with an additive utility function, where I 

is the number of management objectives, ai is the weight for the objective i, and qi is the value of the objective 
i, calculated with the operator Qi with a binary variable vector x. The items in vector x (xjn) indicate if the unit 
n is treated according to management scenario j. The number of alternative management scenarios for unit n is 
denoted by Nn. The conjunctive and distance utility functions differ from the additive utility function only in 
the calculation of the total utility.
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6. Reporting

Jussi Rasinmäki

There several report formats available in SIMO (Table 2). 

Table 2. The report formats available in SIMO.

Format name Contents

xml, ascii, table simulation data from different data levels and all simulation branches

table-csv simulation data for a single data level from all simulation branches

smt simulation data for a single data level from the first simulation branch 
(usually the optimization result) for the last year of the simulation

branching_graph text file that can be converted into a figure using dot program 
(http://www.graphviz.org/). One file per simulation unit, describes the 
branching of the simulation to alternative scenarios for the simulation 
unit. Lists the operations causing the branching.

operation_result text file containing the operation result variables; e.g. cut timber as-
sortment volumes, cash flow

chart chart figures of the development of attributes over time

aggregation aggregations; e.g. sum, mean; for attributes computed over user de-
fined time periods and possibly over other classifying variables. The 
report can be obtained both as text file and as image files.

Reporting
XML: output 

description

Figure 18. Reporting is controlled with an XML document listing the 
variables to include in the report from each level in the data hierarchy.

Again, the actual content for the different report formats is modified using XML documents (Fig. 18). 



27

7. Final remarks 

Timo Tokola

The SIMO project was completed at the end of 2007. The objectives of the project and requirements set by the 
users were very challenging to the system design.  It was obvious from the beginning that there is no single da-
tabase structure and functionality for this type of system. The construction of a functional and operative forest 
inventory system puts an emphasis on a thorough design of the system. The initial and most important phase of 
the system design is the construction of a data model, which is used to perceive, organize and describe data in a 
conceptual schema. The basis for that was mostly laid during the Ph.D. study of Dr. Rasinmäki, resulting in a 
rather flexible design, serving as a framework for system development. The entire system is set of software 
development tools which can be applied to various types of forest inventories and planning tasks. However, its 
use can be extended to the management of other natural resources as well. Still, when operational application is 
planned to be based on SIMO, there is further need to plan technical solution. It is also possible to use totally 
different database structure and utilize only specific part of system. 

At the final stage, main focus was given to traditional management inventory of Finland with estate level 
simulation and optimization approach. Inventory by stands still has many options in terms of source data and 
models, many of which are already included into system and pilot versions are in use, and some of them have 
been tested in the M.Sc. thesis by Anu Hankala (Hankala et al. 2007). During the project we identified a few 
issues which took special attention. The control of estimation error during simulation was traditionally ignored. 
Now, the system includes many tools to find reasons for erroneous estimations. For instance, data mining tools 
have been tested in order to improve the data quality (Mäkinen et al. 2007).  Sometimes, the reason can be found 
from models. One special study was implemented to find out the behavior of tree models in exceptional stands 
(Välimäki 2007). Another issue was related to estimation of timber assortments. Specific dynamic optimization 
procedure was used to maintain this field. Also, a tailored study about bucking procedure for forest planning 
purposes was completed as a M.Sc. thesis (Kuusisto 2007).

The other strategic level and operational level inventory and simulation systems could be also implemented 
using SIMO-framework tools, but they were not included into first phase of SIMO. The main effort was spend 
with structure of simulator. The GIS part was started only to experimental level. The optimization methods were 
included to system as a final step and with minor test period. So,  there is need for improvement in the many 
parts of this Information System. We hope that system is continuing to expand to different applications and 
open source policy will ensure the public interest to further develop this type of planning tools 
(www.simo-project.org). 

http://www.simo-project.org
http://www.simo-project.org
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